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A B S T R A C T 

Aim: The study aims to identify or recognize the alphabets using neural networks and fuzzy 

classifier/logic. Methods and materials: Neural network and fuzzy classifier are used for 

comparing the recognition of characters. For each classifier sample size is 20. Character 

recognition was developed using MATLAB R2018a, a software tool. The algorithm is again 

compared with the Fuzzy classifier to know the accuracy level. Results: Performance of both 

fuzzy classifier and neural networks are calculated by the accuracy value. The mean value of 

the fuzzy classifier is 82 and the neural network is 77. The recognition rate (accuracy) with 

the data features is found to be 98.06%. Fuzzy classifier shows higher significant value of 

P=0.002 < P=0.005 than the neural networks in recognition of characters. Conclusion: The 

independent tests for this study shows a higher accuracy level of alphabetical character 

recognition for Fuzzy classifier when compared with neural networks. Henceforth, the fuzzy 

classifier shows higher significant than the neural networks in recognition of characters. 
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Introduction 

The identification by electric means of printed or written 

characters (letters). Plays an important role in transforming 

printed materials into digital text files. Digital text can be 

used with software programs that support reading in a variety 

of ways. They can be used for: Data entry for business 

documents, e.g., Cheque, passport, invoice, bank statement 

and receipt. Machine simulation of human reading has been 

the subject of concentrated exploration throughout the 

previous 30 years (Bezdek et al. 2006). Character recognition 

systems can improve human-computer interaction and better 

integrate computers into human society(Goyal, Diwakar, and 

Agrawal 2010). A fuzzy classifier is an associate formula that 

assigns a category label to associate objects, supporting the 

article description. It's conjointly aforesaid that category 

(Fonseca et al. 2011).  

 

* Corresponding author: vishnuvardhan.palem@gmail.com 

 

Neural networks exhibit characteristics such as mapping 

capabilities or pattern association, generalization, 

robustness, fault tolerance, and parallel and high speed 

informatics. Neural Network design has been broadly speaking 

classified as single layer feed forward networks, multilayer 

feed forward networks (Fonseca et al. 2011; Abdurahman 

2019).  

Recognition accuracy is heavily dependent on the input 

document’s quality. Applications such as receipt OCR, invoice 

OCR, check OCR, legal billing document OCR. Pre-processing 

includes steps required to shape the input image into a form 

suitable for segmentation(“Preprocessing Local Features and 

Fuzzy Logic-Based Image Segmentation” 2016). Neural 

Network has been successfully applied to drawbacks within 

the field of pattern recognition(“Preprocessing Local Features 

and Fuzzy Logic-Based Image Segmentation” 2016; Paliouras, 

Karkaletsis, and Spyropoulos 2003). This paper proposed a 

system for text extraction based on the open-source OCR 

algorithm. Preparation steps for OCR were developed, which 
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detected text regions within the image, and OCR was run on 

detected regions to scan the text(Madre and Gundre 2018). 

This paper focuses on recognizing the English alphabet in a 

very given scanned text document with Neural Networks’ 

assistance. This paper explores assorted feature primarily 

based classification techniques for offline written character 

recognition(Joarder, Barman, and Islam 2017). Most studies 

within the literature referring to optical graphene readers 

have targeted internal partitioning, redisplaying, and letter 

recognition. Different aspects, like pre-processing, external 

partitioning, and post-process, are rarely studied(Hansmann 

and Squire 2016). Therefore, the proposed handwritten 

character recognition system that supported a hybrid feature 

extraction technique has been given. Among these literature 

surveys, Hansmann et al. shows the best results when 

compared with our study in character recognition. The system 

comprised three main stages, i.e., pre-processing, feature 

extraction technique, and SVM, based mostly on 

training/classification. 

Previously our team has a rich experience in working on 

various research projects across multiple disciplines (Sathish 

and Karthick 2020; Varghese, Ramesh, and Veeraiyan 2019; S. 

R. Samuel, Acharya, and Rao 2020; Venu, Raju, and 

Subramani 2019; M. S. Samuel et al. 2019; Venu, Subramani, 

and Raju 2019; Mehta et al. 2019; Sharma et al. 2019; Malli 

Sureshbabu et al. 2019; Krishnaswamy et al. 2020; 

Muthukrishnan et al. 2020; Gheena and Ezhilarasan 2019; 

Vignesh et al. 2019; Ke et al. 2019; Vijayakumar Jain et al. 

2019; Jose, Ajitha, and Subbaiyan 2020). Now the growing 

trend in this area motivated us to pursue this project.  

The existing research used alphabet recognition alone for 

neural networks only. Since it shows the recognition of 

alphabets with accuracy. So suitability we use a fuzzy 

classifier to get a better outcome. The aim of the study is to 

identify the alphabets using fuzzy neural network rules. 

 

Materials and Methods 

In this study, two groups are involved for emotion 

recognition. The sample used in this study is 20. The required 

samples for this study are tested using G power calculation. 

The minimum power for this study is fixed as 1.0 and 

maximum accepted error is fixed as 0.5. The study setting was 

done in the DSP lab of Saveetha School of Engineering. Ethical 

approval is not needed for this study. In this section, there is 

only the use of software tools and no use of hardware. Two 

different groups were taken for the analysis: Group A, Fuzzy 

classifier(26): Group B, Neural networks(26). Sample size 

calculation is done using clinical cal.com by applying the 

parameter values from previous works of literature. The 

materials used in the study are MATLAB software in operating 

systems using Windows 8 in the English language.  

There is an involvement of the recognition method in 

which it includes 4 phases. They are pre-processing, Image 

segmentation, feature extraction and character recognition. 

The MATLAB software (version R2018a) was used to predict 

the recognition of characters. The images ought to have a 

particular format like JPG, BMP etc. The algorithm was 

implemented in the editor box, and the input images were 

taken in BMP form. The process was done with both classifiers 

(Neural networks and Fuzzy classifier). Input image 

characters are alphabets (a to z). The pre-processing may be 

a series of operations performed on the scanned input image. 

The alphabetical character recognition technique was done as 

per standard procedures by (Perwej and Chaturvedi 2011).  

Statistical package for social and sciences (SPSS) is a 

widely used program in the market. It is used to manage and 

analyze quantitative data, which has been popular for more 

than thirty years. These character recognition results are 

implemented in the SPSS to compare results like mean, std. 

Deviation, std, error Mean, significance, t-test for equality of 

means and graphs are plotted. Independent sample tests and 

group statistics have been taken for the results. Results 

obtained were satisfactory, particularly once input characters 

were near to printed letters. 

 

Results 

All the accuracy levels are recorded by testing and 

training. Totally the method is carried out in three phases: 

pre-processing, feature extraction and recognition. In this 

paper only the study has been done on english. There is a 

similarity of finding alphabets through software which is a 

handwritten pattern also. We recognise it from the input 

images. SPSS is a widely used program in the market. It is also 

used by market researchers, health researchers, survey 

companies, government, education researchers, marketing 

organisers and others. It is used to manage and analyse 

quantitative data which has been popular for more than thirty 

years.  

In Table 1 it was observed that all the alphabets were 

tested and trained in both neural and fuzzy classifiers to get 

the accuracy level. The recognition rate of each alphabet was 

calculated with approximately 90%. The Fuzzy classifier gives 

the best outcome when compared with neural networks.  

 

Table 1. Comparison in Accuracy between Neural networks 

and Fuzzy classifier 
Alphabet No. of 

samples for 
training  

No. of 
samples 
for testing 

% Recognition 
Accuracy in 
Fuzzy classifier 

% Recognition 
Accuracy in 
Neural 
networks 

 A 20 5 94.0 94.0 

 B 20 5 83.0 92.0 

 C 20 5 71.0 65.0 

 D 20 5 88.0 76.0 

 E 20 5 64.0 66.0 

 F 20 5 85.0 75.0 

 G 20 5 89.0 73.0 

 H 20 5 92,0 86.0 

 I 20 5 72.0 65.0 

 J 20 5 73.0 69.0 

 K 20 5 91.0 88.0 

 L 20 5 71.0 70.0 

 M 20 5 86.0 83.0 

 N 20 5 82.0 88.0 

 O 20 5 94.0 74.0 

 P 20 5 88.0 75.0 

 Q 20 5 82.0 64.0 

 R 20 5 70.0 73.0 

 S 20 5 88.0 88.0 

 T 20 5 79.0 70.0 

 U 20 5 80.0 77.0 

 V 20 5 77.0 71.0 

 W 20 5 94.0 87.0 

 X 20 5 91.0 78.0 

 Y 20 5 71.0 67.0 

 Z 20 5 90.0 92.0 

In Table2 analysis of the Independent samples test it was 

calculated mean difference, standard deviation and 
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significance. The significance value is 0.002 where the mean 

difference values in both classifiers are 5.34615 and standard 

error difference is also the same for both classifiers 

(2.55098). The F value is 0.15 in equal variances assumption 

and there is no change in equal variances not assumed. 

 

 

Table 2. Comparison of group statistics and independent samples test values between fuzzy and neural network classifiers 

 

 

 

 

 

Accuracy 

Variances F Sig t df sig.          

(2-tailed) 

Mean 

difference 

Std. Error 

Difference 

Lower Upper 

Equal 

variances 

assumed 

.150 .002 2.096 50 0.41 5.34615 2.55098 .22235 10.46995 

Equal 

variances not 

assumed 

  2.096 40.811 0.41 5.34615 2.55098 .22187 10.47044 

  
In Table 3 Group statistics values were recorded, the 

neural and fuzzy ‘N’ size is 26. The mean value is greater in 

fuzzy classifier (82.5000) when compared to neural networks 

(77.1538). The standard deviation is low in the fuzzy classifier 

(8.90955), but the neural networks is having higher value 

(9.47710). The standard error mean is higher in neural 

networks (1.85861) and fuzzy is lower (1.74731). 

 

Table 3. Group statistics for Fuzzy classifier and neural 

networks 

 
 
 
Accuracy 

 Groups   N  Mean  Std. 
Deviation 

Std. 
Error 
Mean 

Fuzzy 
classifier 

26 82.5000 8.90955 1.74731 

Neural 
networks 

26 77.1538 9.47710 1.85861 

 
In Figure.1 it indicates the recognition rate of alphabets 

using the Fuzzy classifier and the Figure. 2 indicates the 

recognition rate of alphabets using neural networks. In 

Figure. 3 the error free bar chart was drawn between the 

neural and fuzzy classifiers and the performance is higher in 

the Fuzzy classifier. The accuracy was taken in Y-axis and 

Groups were taken in X-axis. 

 

 
Fig. 1. Recognition of character using Fuzzy classifier 

 

  

 
Fig. 2. Recognition of each letter using Neural networks 
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Fig. 3. The simple bar graph compares the mean accuracy values of Fuzzy and neural networks. Based on the mean accuracy, it is 

said that the Fuzzy classifier is more efficient when compared to neural networks. The mean accuracy of Fuzzy is denoted as 52.218, 

and the mean accuracy of neural networks is denoted as 20.470. X- axis: Fuzzy classifier vs neural networks. Y-axis: Mean accuracy 

of detection +/_ SD. 

 

While performing the statistical analysis for 20 samples 

from the both Fuzzy classifier and neural networks, Fuzzy 

classifier obtained 8.9 standard deviation with 1.7 standard 

mean error. However, the neural network obtained 9.4 

standard deviation with 1.8 standard mean error (Table 3). 

The significance value of P=0.002 obtained for the Fuzzy 

classifier which is lower than the P=0.005 showed that our 

work holds significantly good.  

Independent t-test was used to compare the accuracy 

levels for both fuzzy and neural networks; the statistical 

significant difference was noticed P=0.002 < 0.005. The Fuzzy 

classifier obtained 98.06% accuracy (Figure. 3). When 

compared with the other algorithms, the performance of the 

proposed Fuzzy classifier achieved better performance than 

neural networks in novel character recognition.  

 

Discussions 

In this study two methods used in alphabetical 

recognition namely neural networks and Fuzzy classifier. 

Based on independent sample T test results, the Fuzzy 

classifier is better than neural networks with significant Fuzzy 

values(P=0.002; P<0.005). Fuzzy classifier obtained 8.9 

standard deviation with 1.7 standard mean error. However, 

the neural network obtained 9.4 standard deviation with 1.8 

standard mean error. Some researchers that handle alphabet 

recognition using neural networks and Fuzzy classifier have 

given the result similar to our result ((Fanty, Barnard, and 

Cole, n.d.)) (Bezdek et al. 2006). The findings are almost 

convincing with our study. We cannot find any research 

articles that can oppose our study. There is another technique 

called Hidden markov model which gives less accuracy level 

and results are not convincing with our study (Wei and 

Guanglai 2009). Low contrast, high noise, high blur and high 

distortions are the possible factors that may affect the quality 

of image. Quality of scan, smudged input image and original 

document may also play a major role in affecting the quality 

of image. The significance of our research is significant and it 

is an independent t-test. 

Our institution is passionate about high quality evidence 

based research and has excelled in various fields 

((Vijayashree Priyadharsini 2019; Ezhilarasan, Apoorva, and 

Ashok Vardhan 2019; Ramesh et al. 2018; Mathew et al. 2020; 

Sridharan et al. 2019; Pc, Marimuthu, and Devadoss 2018; 

Ramadurai et al. 2019). We hope this study adds to this rich 

legacy.  

The limitations of this study are computationally 

expensive, algorithms and massive amount of data. The 

quality of the ultimate depends on the quality of the first 

image. Text works efficiently with the printed text only and 

Handwriting must be learnt by the pc. Enabling the 

production of bigger, more efficient algorithms. We can also 

design neural nets capable of processing more data or 

processing data faster, so it may learn to recognize patterns 

with just 1,000 examples, instead of 10,000. 

 

Conclusion 

This study was proposed and developed a scheme for 

recognizing English alphabets. It has tested all english 

alphabets. Experimental results showed that the machine has 

successfully recognized the alphabets with the average 

accuracy of 98.05% for fuzzy classifier in recognition of 

characters, which is significant and might be acceptable in 

some applications.  
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